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Abstract— Existing motion planning approaches for over-
actuated unmanned aerial vehicle (UAV) platforms can achieve
online planning without considering dynamics. However, in
many envisioned application areas such as aerial manipulation,
payload delivery, and moving target tracking, it is critical to
ensure dynamic consistency in the generated trajectory. The
dynamics of these platforms introduce a high nonlinearity,
leading to a substantial increase in computational burden. This
paper presents an efficient method to plan motions that are
consistent with the dynamics of over-actuated UAVs. With a
hierarchical control structure, the dimension of the optimization
problem is greatly reduced with synthesized wrench commands.
Additionally, by exploring the dynamics of over-actuated UAVs,
the complex planning process is decoupled into two simpler sub-
problems. As a result, the proposed planner can be solved as
two small quadratic programmings (QPs) and deployed in real-
time. The computational efficiency and dynamic consistency of
the proposed method are verified through both simulations and
experiments, including comparison with other approaches and
dynamic target tracking.

I. INTRODUCTION

With the ability to generate thrust and torque in an arbi-
trary direction, over-actuated UAV platforms [1–3] emerged
in the past decade to overcome the under-actuation issue of
traditional collinear UAVs. Extensive research has been con-
ducted on these platforms, including hardware design [2–5],
dynamics modeling [6–8], control algorithms [9–11], aerial
manipulation integration [12–15] and modularization [16, 17]
etc. Despite the decoupling of position and attitude control by
these over-actuated UAV platforms, providing more control-
lable degree-of-freedoms (DoFs) for motion planners [18–
20], the methods to generate feasible trajectories within their
dynamics constraints have not been extensively investigated
yet.

The existing motion planning frameworks of over-actuated
UAV can be categorized into two groups according to how
they handle the highly nonlinear dynamic constraints. The
first group [18–20] formulates the planning problem as a
QP, utilizing polynomial motion primitives for computational
efficiency improvement with No Dynamic constraints. This
approach referred to as the ND planner in this paper, typically
employs conservative input constraints for feasibility assur-
ance and therefore fails to fully exploit the dynamic capabil-
ities of over-actuated UAV platforms. The other group [21]
directly includes all constraints into consideration and for-
mulates the planning problem as a nonlinear programming
(NLP), which is referred to as the NLP planner, which
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Fig. 1: Utilizing the proposed dynamic-consistent motion plan-
ner, the over-actuated UAV platform successfully tracks a
dynamic target in real-time. The trajectories of the target and over-
actuated UAV are plotted in red and black dash lines, respectively.
Corresponding initial and final configurations are plotted as dots
and stars, respectively.

unfortunately suffers from low computational efficiency even
with state-of-the-art optimizers [22].

In this paper, we investigate the motion planning problem
of over-actuated UAV using a customized platform proposed
in [4]. The platform integrates four novel omni-directional
thrust generators, each consisting of a mini-quadcopter con-
nected to a 2-DoF passive gimbal mechanism. Based on the
dynamics of this platform, we first review and analyze the
formulations of the existing ND planner and NLP planner.
Then we introduce a dynamic-consistent real-time motion
planner via Two-step QPs, referred to as the TQ planner,
which (i) replaces low-level control inputs with total wrench
commands, reducing the dimension of the optimization prob-
lem and (ii) decouples the original problem into two sub-
problems, eliminating the nonlinearity of the rotation matrix
and reducing the size of decision variables. Taken together,
the proposed planner offers high-frequency solvability and
incorporates dynamics constraints, thus combining the merits
of two existing planners.

By implementing the three planners in both realistic sim-
ulation and real-world experiments, we validate that the pro-
posed TQ planner successfully combines the merits of both
the ND and NLP planners while mitigating their limitations.
Specifically, the TQ planner successfully includes nonlinear
dynamics constraints along with integration, boundary, and
actuator constraints in the formulation while performing QP-
level solving efficiency. As a result, it can be applied in both
feed-forward and real-time scenarios, such as dynamic object
tracking (demonstrated in Fig. 1), enlarging the application
scope of over-actuated UAVs from static to dynamic envi-
ronments.
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A. Related Work

In recent years, optimization-based motion planning
and control frameworks have been proposed, as they
can consider kinematics, dynamics, physical and contact
constraints through the optimization process. These frame-
works have found success in various mobile robots, such
as humanoid robots [23–25], quadruped robots [26, 27], and
hexapod robots [28, 29], and quadcopters [30, 31]. However,
the high nonlinearity of constraints impedes the solving
efficiency and often necessitates sacrificing certain features
in this framework to enhance computational speed. For
example, the complete multi-body dynamics of robots is sim-
plified as a single rigid body in [32, 33]; the planning/control
horizon is limited to less than 10 steps in [24, 34]; the
system input constraints are neglected by [35]; and certain
motion primitives are given in [21], etc. This study aims
to develop a motion planning framework for over-actuated
UAVs that allows independent planning and control of the
six DoF of the mainframe. This capability enables more agile
maneuvering within the UAV’s dynamical capability.

Existing motion planners of over-actuated UAV primarily
focus on the computing efficiency [19], collision avoid-
ance [20] and time optimality [18] without considering the
dynamical capability of the platforms. Specifically, Brescian-
ini et al. [19] employed polynomial motion primitives to plan
the motion of the over-actuated UAV with a specified time
horizon, which features a closed-form solution and enables
real-time trajectory generation. Liu et al. initially formulated
a QP problem for spatial trajectory generation, followed by
a Convex Second Order Cone Programming (SOCP) for
temporal trajectory generation with minimum time. The gen-
eration of collision-free trajectory was investigated in [20]
which constructed whole-body safety constraints based on
the safe flight corridor of a convex polyhedron. Morbidi
et al. [21] introduced the only planning framework that
incorporates the full dynamics constraints of over-actuated
UAVs and formulates an NLP problem. Although energy
optimality is ensured, the computation speed is dramatically
sacrificed. In this work, we proposed a real-time approach for
the nonlinear formulation, where the low-level control inputs
are replaced by the total wrench commands for decision
variable minimizatiohn, and the nonlinearity is eliminated
by decoupling into two subsequent QP problems.

B. Overview

We organize the remainder of the paper as follows. Sec. II
describe the dynamics and control of the over-actuated UAV
system. Sec. III presents the planning framework. Secs. IV
and V show the simulation and experiment results of the
proposed motion planning framework with comprehensive
evaluations. Finally, we conclude the paper in Sec. VI.

II. PLATFORM DYNAMICS & CONTROL

The over-actuated UAV system (see Fig. 2) discussed in
this paper adopts regular quadcopters with 2-DoF passive
gimbal mechanism, serving as omni-directional thrust gen-
erators [4, 7]. Each thrust generator i outputs 3-DoF to the
system: the magnitude of thrust Ti, tilting angle αi, and

��

��

��

ℱ�

��

��

��

��

Thrust Generator  1

Thrust Generator  2

Thrust Generator  4

Thrust Generator  3

�

Fig. 2: The coordination system of the over-actuated UAV
platform. Four normal quadcopters are mounted on the 2-DoF
gimbal mechanisms to provide omni-directional thrust generation
capability.

twisting angle βi, resulting in a system with 12 DoFs in
total.

A. System Frames Definition & Notation
Let FW denote the world coordinate frame and attach the

platform frame FB to its geometric center. We define the
central position of the main frame as XXX “ rx, y, zsT, the
attitude in the roll-pitch-yaw convention as ΘΘΘ“ rϕ, θ, ψsT,
and the platform angular velocity in FB as ΩΩΩ“ rp, q, rsT.
Thrust generator frames Fis are attached to the geometric
center of the ith omni-directional thrust generator. dddi “

rxi, yi, 0sT denotes the vector from thrust generator frame
Fi to platform frame FB . l is the arm length from each thrust
generator to the mainframe.

B. Platform Dynamics
The dynamics model of this over-actuated UAV platform

can be described as [4]:
«

m
W

:X:X:X
BJJJ

B
9Ω9Ω9Ω

ff

“

„

W
BRRR 0
0 III3

ȷ

uuu`

„

mgẑ̂ẑz
Bτττg

ȷ

`
extuuu, (1)

where m and JJJ are the total mass and inertia matrix of
the platform, respectively. :XXX and 9ΩΩΩ are the linear and
angular acceleration of the mainframe, respectively. g is the
acceleration due to gravity, Bτττg is the gravity torque due
to the displacement of its center of mass (CoM) from the
geometric center [36], ẑzz“ r0, 0, 1s

T, and total wrench

uuu“

„

řN
i“1

B
iRRRTiẑ̂ẑz

řN
i“1pdddi ˆ

B
iRRRTiẑ̂ẑzq

ȷ

“

„

JJJXpααα,βββq

JJJΩpααα,βββq

ȷ

TTT , (2)

where ααα“ rα1, α2, α3, α4sT, βββ“ rβ1, β2, β3, β4sT, TTT “

rT1, T2, T3, T4sT. JJJX and JJJΩ are two nonlinear mapping ma-
trices whose detailed definitions can be found in our previous
work [9]. extuuu is the external force/torque disturbances [7].

C. Control
A hierarchical control architecture is designed (see Fig. 3):

(i) The high-level control of the platform is centralized which
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Fig. 3: Hierarchical control architecture of the over-actuated
UAV platform. The high-level controller of the over-actuated UAV
(i) calculates the desired wrench command desuuu for trajectory
tracking and (ii) allocates it to desired thrusts and joint angles of
the thrust generators. Each quadcopter has its onboard low-level
controller to regulate the joint angles and thrust to desired values.

first calculates the desired total wrench command with the
position and attitude controller, the wrench command is then
allocated as desired tilting and twisting angles and thrust
forces of the thrust generators; (ii) The low-level quadcopter
control is decentralized which regulates the attitude and mag-
nitude of thrust force as required with fast response [7, 11].

a) High-level Trajectory Tracking Control: Accord-
ing to Eq. (1), a feedback-linearization controller is designed:

desuuu“

„

desuuuX
desuuuΩ

ȷ

“

«

mW
BRRR

T
´

des
:X:X:X ´gẑ̂ẑz

¯

BJJJ
des

9Ω9Ω9Ω´
Bτττg

ff

, (3)

where the superscript des indicates the desired values. This
controller transfers the dynamics of the platform into a
simple double integrator [37]. The desired linear and angular
accelerations are designed as follows:

des
:X:X:X “

ref
:X:X:X `KKKX1 9eeeX `KKKX2eeeX `KKKX3

ż

eeeXdt,

des
9Ω9Ω9Ω“

ref
9Ω9Ω9Ω`KKKΩ1eeeΩ `KKKΩ2eeeΘ `KKKΩ3

ż

eeeΘdt,

(4)

where KKKXi and KKKΩi are constant gain matrices, the super-
script ref indicates the reference value from motion planner,
the error terms are defined as introduced in [10, 37].

b) Control Allocation & Low-level Control: The
control allocation of over-actuated UAV platforms deter-
mines the low-level commands (desαi,

desβi,
desTi) for each

omni-directional thrust generator based on the desired total
wrench desuuu through a nonlinear mapping (see Eq. (2)).
Here, we implement the downwash-aware control allocation
framework proposed by Su et al. in [7, 9] to avoid the
downwash effect and maintain high thrust efficiency. In low-
level control of each quadcopter, the desired tilting and
twisting angles, and thrust force are regulated with a faster
control loop [4].

III. MOTION PLANNING

This section starts with outlining two existing motion
planning approaches of over-actuated UAVs: (i) the NLP
planner with a single complete formulation [21] and (ii)
the ND planner without dynamics [19]. Their advantages
and disadvantages are discussed, which motivates us to
propose the TQ planner, a dynamic-consistent real-time
planning framework that combines the merits of these two
formulations.

A. The NLP Formulation
1) Decision Variables: To ensure the smoothness of the

trajectory, the decision variables are determined as:

ΓΓΓ“ tXXXrks, 9X9X9Xrks, :X:X:Xrks, ;X;X;Xrks,ΘΘΘrks,ΩΩΩrks, 9Ω9Ω9Ωrks,

αααrks,βββrks,TTT rks, 9α9α9αrks, 9β9β9βrks @k “ 1, ¨ ¨ ¨ , Nu P R41ˆN
(5)

where ;X;X;X is the jerk of translational movement [18, 19], the
subscript rks indicates the kth timestep of a variable,

2) Constraints: This formulation considers four types
of constraints: integration constraints, boundary constraints,
physical constraints, and dynamics constraints to ensure
trajectory consistency, the required initial and final configura-
tions, and the tracking feasibility of the generated trajectory.

Dynamics Constraints (@k“ 1, ¨ ¨ ¨ , N ):
«

:X:X:Xrks

9Ω9Ω9Ωrks

ff

“

„

1
mRRRpΘΘΘrksq 0

0 JJJ´1

ȷ „

JJJXpαααrks,βββrksq

JJJΩpαααrks,βββrksq

ȷ

TTT rks `

„

gẑ̂ẑz
JJJ´1τττg

ȷ

(6)

Integration Constraints (@k“ 2, ¨ ¨ ¨ , N ):

∆XXXrks “ 9X9X9Xrksdt,∆ 9X9X9Xrks “ :X:X:Xrksdt,∆ :X:X:Xrks “ ;X;X;Xrksdt, (7a)

RRRrks “RRRrk´1se
Ω̂ΩΩrksdt, (7b)

∆ΩΩΩrks “ 9Ω9Ω9Ωrksdt, (7c)

∆αααrks “ 9α9α9αrksdt,∆βββrks “ 9β9β9βrksdt, (7d)

where ∆r¨s is the difference w.r.t. previous timestep of a
variable, r̂¨s is the mapping from R3 to SO(3), and dt is the
time interval between adjacent timesteps.

Boundary Constraints:

XXXr1s “XXXrss, 9X9X9Xr1s “ 9X9X9Xrss, :X:X:Xr1s “ :X:X:Xrss, (8a)

XXXrNs “XXXres, 9X9X9XrNs “ 9X9X9Xres, :X:X:XrNs “ :X:X:Xres, (8b)

ΘΘΘr1s “ΘΘΘrss, ΩΩΩr1s “ΩΩΩrss, 9Ω9Ω9Ωr1s “ 9Ω9Ω9Ωrss, (8c)

ΘΘΘrNs “ΘΘΘres, ΩΩΩrNs “ΩΩΩres, 9Ω9Ω9ΩrNs “ 9Ω9Ω9Ωres, (8d)
αααr1s “αααrss, βββr1s “βββrss, (8e)

where the subscript rss and res indicate the given initial and
final value of a variable, respectively.

Actuator Constraints (@k“ 1, ¨ ¨ ¨ , N ):

0ĺTTT rks ĺTTTmax,´ 9α9α9αmax ĺ 9α9α9αrks ĺ 9α9α9αmax,´ 9β9β9βmax ĺ 9β9β9βrks ĺ 9β9β9βmax, (9)

where the subscript max refers to the maximum value of
a variable. It should be noted that the thrust control TTT is
assumed to be sufficiently fast, therefore 9TTT is not included
as a decision variable.

3) Complete Formulation: The complete NLP formula-
tion is summarized as follows:

min
ΓΓΓ

N
ÿ

k“1

γ1

›

›

›

;X;X;Xrks

›

›

›

2

`γ2

›

›

›

9Ω9Ω9Ωrks

›

›

›

2

`γ3
›

›TTT rks

›

›

2 (10a)

s.t. Eqs. (6)to (9) (10b)

where γ1´3 are the weighting parameters. In this formu-
lation, all the dynamic constraints are included to ensure
the feasibility of the generated trajectory. However, incor-
porating low-level control variables and their derivatives
(ααα,βββ,TTT , 9α9α9α, 9β9β9β) as decision variables increases the dimension
of the solution space. Moreover, highly nonlinear dynamic
constraints Eq. (6) dramatically enhance the complexity of
the formulated optimization problem. Therefore, this formu-
lation is impractical in real-time applications.
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B. The ND Formulation
On the other hand, the motion planning framework without

considering dynamic constraints is formulated as:

min
ΓΓΓp

N
ÿ

k“1

λ1

›

›

›

;X;X;Xrks

›

›

›

2

`λ2

›

›

›

9Ω9Ω9Ωrks

›

›

›

2

(11a)

s.t. 9X9X9Xrks ď 9X9X9Xmax, :X:X:Xrks ď :X:X:Xmax,@k “ 1, ¨ ¨ ¨ , N (11b)

ΩΩΩrks ďΩΩΩmax, 9Ω9Ω9Ωrks ď 9Ω9Ω9Ωmax,@k “ 1, ¨ ¨ ¨ , N (11c)
Eqs. (7a)to (7c)and (8a)to (8d), (11d)

where λ1´2 are the weighting parameters, and

ΓΓΓp “ tXXXrks, 9X9X9Xrks, :X:X:Xrks, ;X;X;Xrks,ΘΘΘrks,ΩΩΩrks, 9Ω9Ω9Ωrks,@k“ 1, ¨ ¨ ¨ , Nu. (12)

By neglecting the dynamic constraints Eq. (6), this formu-
lation [19] exhibits reduced dimensionality and nonlinearity
compared to the NLP formulation. Consequently, it can be
solved as a QP with conservative velocity and acceleration
constraints Eqs. (11b) and (11c) to ensure feasible tracking.
However, this ND formulation may produce infeasible trajec-
tories within a restricted time horizon due to the ignorance
of the platform’s real dynamic capabilities.

C. The Proposed Real-time TQ Formulation
To leverage the advantages of both NLP and ND for-

mulations, we first replace the thrust generator commands
(ααα,βββ,TTT , 9α9α9α, 9β9β9β) with the total wrench command uuu for variable
minimization. This substitution effectively eliminates the
nonlinear mapping Eq. (2) from the dynamics constraints
Eq. (6). Then we decouple the rotational and translational
DoFs with a two-step optimization formulation which further
reduces the dimensionality of the problem and eliminates the
nonlinearity introduced by the rotation matrix.

1) Decision Variables: We utilize the wrench command
as control input and decouple the decision variables into two
groups according to translational and rotational DoFs as:

ΓΓΓX “ tXXXrks, 9X9X9Xrks, :X:X:Xrks, ;X;X;Xrks,uuuXrks @k“ 1, ¨ ¨ ¨ , Nu,

ΓΓΓΩ “ tΘΘΘrks,ΩΩΩrks, 9Ω9Ω9Ωrks,uuuΩrks @k“ 1, ¨ ¨ ¨ , Nu.
(13)

2) Two Steps Optimization: In the dynamics of over-
actuated UAV platform (Eq. (1)), the rotational dynamics
are not affected by the translational dynamics, whereas
the translational dynamics are affected by the rotational
dynamics through the rotation matrix RRRpΘΘΘq. Therefore, we
first solve the rotational trajectory planning problem:

min
ΓΓΓΩ

›

›

›

›

›

›

»

–

ΘΘΘrNs ´ΘΘΘres

ΩΩΩrNs ´ΩΩΩres

9Ω9Ω9ΩrNs ´ 9Ω9Ω9Ωres

fi

fl

›

›

›

›

›

›

2

WWW1

`

N
ÿ

k“1

ˆ

›

›

›

9Ω9Ω9Ωrks

›

›

›

2

QQQ1

`
›

›uuuΩrks

›

›

2

RRR1

˙

(14a)

s.t. 9Ω9Ω9Ωrks “JJJ´1uuuΩrks `JJJ´1τττg @k “ 1, ¨ ¨ ¨ , N (14b)

l Tmax

«

´2
´2
´4

ff

ďuuuΩrks ď l Tmax

«

2
2
4

ff

@k “ 1, ¨ ¨ ¨ , N (14c)

Eqs. (7b), (7c)and (8c) (14d)

where }¨}WWW represents the weighted Euclidean norm of a
vector, WWW 1, QQQ1 and RRR1 are weighting matrices. Note that
the original hard constraints Eq. (8d) are treated as soft
constraints and included in the cost function Eq. (14a) as an
additional terminal cost for numerical stability. Specifically,
if the commanded final state is unreachable given the limits
of control inputs, the formulation Eq. (14) would find the

optimal trajectory to the closest state instead of reporting
infeasibility. As a result, real-time consistency can be guar-
anteed.

With the optimized rotational trajectory ΘΘΘ˚, we calculate
the corresponding rotation matrix RRRpΘΘΘ˚q. And then solve
the following translational planning problem with the pre-
described modification on the cost function:

min
ΓΓΓX

›

›

›

›

›

›

»

–

XXXrNs ´XXXres

9X9X9XrNs ´ 9X9X9Xres

:X:X:XrNs ´ :X:X:Xres

fi

fl

›

›

›

›

›

›

2

WWW2

`

N
ÿ

k“1

ˆ

›

›

›

;X;X;Xrks

›

›

›

2

QQQ2

`
›

›uuuXrks

›

›

2

RRR2

˙

(15a)

s.t. :X:X:Xrks “
1

m
RRRpΘΘΘ˚

rks
quuuXrks `gẑ̂ẑz @k “ 1, ¨ ¨ ¨ , N (15b)

´4Tmax ďuuuXrks ď 4Tmax @k “ 1, ¨ ¨ ¨ , N (15c)

Eqs. (7a)and (8a) (15d)

Similarly, the original hard constraints Eq. (8a) are treated
as soft constraints and included in the cost function Eq. (15a),
WWW 2, QQQ2 and RRR2 are weighting matrices. Both Eq. (14c) and
Eq. (15c) are actuator constraints in which the lower and
upper bounds are estimated from Eq. (2) by sweeping all
possible tilting and twisting angles. With RRRpΘΘΘ˚q known, this
problem can be efficiently solved as a QP problem.

After reformulating the original problem in Sec. III-A
with the wrench command uuu and decoupling it into two
steps, the nonlinearity only remains in the Eq. (7b) which is
the integration of the rotation matrix. To meet the real-time
requirement, Eq. (7b) is linearized based on the variation on
the non-Euclidean SO (3) manifold in Sec. III-C.3.

3) Linearization of the Rotational Dynamics: Nonlinear
dynamics can be linearized around a fixed operating point
which requires extra consideration to minimize the accu-
mulated approximated errors. Due to the excellent tracking
performance of the controller described in Sec. II-C for
our system, we choose to linearize around the reference
trajectory to simplify the implementation. Meanwhile, we
choose to use the rotation matrix representation to avoid
the singularity problem of Euler angles and the unwinding
phenomenon of quaternion representation. The nonlinear
dynamic equation of the rotation matrix is given as:

9R9R9R“RRRω̂ωω. (16)

Assuming the predicted rotation matrix is close to the
reference point, the variation could be approximated by
δRRR using the derivative of the error function on SO(3) as
in [38]. Then the discrete integral Eq. (7b) can be further
approximated with the first-order Taylor expansion of the
matrix exponential map assuming that δRRR is small,

RRRrks «RRRrk´1se
δRRRrks «RRRrk´1spI3ˆ3 `δRRRrksq. (17)

Following the manner of [39], the discrete integration of the
variation can be expressed as:

δRRRrks “ δRRRrk´1s `
refRRRT 9R9R9Rrksdt, (18)

and the derivative of the rotation matrix is derived as
9R9R9Rrks “

refRRR
ref
Ω̂ΩΩ`

refRRR
ref
Ω̂ΩΩδRRRrks `

refRRR zδΩΩΩrks. (19)

However, for practical implementation, it is difficult to use
matrix variables in the standard QP formulation. Vector-
ization is performed with a vector ξξξ P R3 and ξ̂ξξ“ δRRR as
in [40]. With the constant mapping matrix NNN P R9ˆ3 in
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vecpδRRRq “NξNξNξ, Eq. (18) can be rewritten as

ξξξrks “ξξξrk´1s `dtNNN‹
pIb

refRRRT
qpCCC1 `CCC2ξξξrks `CCC3ΩΩΩrksq (20)

where b denotes the Kronecker tensor operator and constant
matrices are defined as:

CCC1 “ vecp
refRRR

ref
Ω̂ΩΩq´pIb

refRRRT
qNNN refΩΩΩ,

CCC2 “ pIb
refRRR

ref
Ω̂ΩΩqNNN ´pIb

refRRRT
qNNN

ref
Ω̂ΩΩ,

CCC3 “ pIb
refRRRT

qNNN.

(21)

Refer to [40] for detailed derivation. To rewrite the problem
Eq. (14) as a QP, the original nonlinear constraint Eq. (7b) is
replaced with the linearized Eq. (20) and the variation of the
rotation matrix ξξξ is included as alternative decision variables
to represent the attitude.

IV. SIMULATION
A. Simulation Setup

A simulation platform is developed in Matlab Simulink
to evaluate and characterize the proposed real-time motion
planning framework of over-actuated UAVs [7]. Three cases
are designed to study the performance of our proposed TQ
planner and compare it with the NLP planner (Sec. III-
A), which can be solved as nonlinear programming, and
the ND formulation (Sec. III-B) but with linearized rotation
dynamics as introduced in Sec. III-C.3. The three cases are
as follows: (i) Case 1: we study the computation speed of
three planners versus the size of the planning horizon N ; (ii)
Case 2: we compare the feasibility of trajectories generated
by the three planners. This involves evaluating the tracking
performance within physical limitations of the over-actuated
UAV on the developed simulator; (iii) Case 3: we test the
real-time performance by dynamically changing the target.

B. Simulation Results
Computation speed: In this case, we run three planners

on a desktop (AMD Ryzen9 5950X CPU, 64 GB RAM)
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TQ ND NLP

Fig. 4: Case 1: Computation speed study of three planners with
increasing planning horizon. The proposed TQ planner performs
significantly faster than the NLP planner, while its computation
speed is comparable with the simplest ND planner.

in MATLAB 2022b and record the computing time while
the size of the planning horizon N spans from 1 to 96
with the increment as 5. For the NLP planner, the SNOPT
solver [22] is used in favor of sparsity. With the linearized
techniques described in Sec. III-C.3, both the ND and TQ
planners are solved as QPs with the OSQP solver [41].
The computing time of the NLP planner ranges from tens
of seconds to hundreds of seconds, which is significantly
higher than that of the TQ and NP planners which are
around milliseconds to tens of milliseconds. In Fig. 4, the
TQ planner is slightly slower than the ND planner since
two QPs must be solved each time. However, ignorance
of the dynamics would increase the infeasible portion of
the reference trajectory, which can be seen in the following
study.

Feasibility of the reference trajectory: For com-
parison, the over-actuated UAV starts at the origin from
rest and the aggressive terminal states are set as XXXres “

r1, 2, 3sT, 9X9X9Xres “ r2, 3, 0sT, ΘΘΘres “ r3π{4, π{2,´π{4sT, and
:X:X:Xres,ΩΩΩres, 9Ω9Ω9Ωres “000 for all planners. The planning horizon is

Fig. 5: Case 2: Feasibility study of the reference trajectory. The motion starts around 1s while the green dot and red star indicate the
start and target reference points. The low-level commands are for the 4 thrust generators as indicated in Fig. 2.
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TABLE I: Accumulated RMS Errors in Case 2

Algorithm x(m) y(m) z(m) roll(rad) pitch(rad) yaw(rad)

NLP 0.0041 0.0022 0.0007 0.1066 0.0020 0.0591

TQ 0.0107 0.0030 0.0002 0.1494 0.0004 0.0882

ND 0.1907 0.5905 0.4419 0.1238 0.0201 0.0920

fixed as 3s with dt“ 0.01s. From Fig. 5, our hierarchical
controller in Sec. II-C can properly track the reference
trajectories of the NLP and TQ planner. The ND planner
can only generate a spatial trajectory with relaxed upper
bounds in Eqs. (11b) and (11c), otherwise it will be infeasible
given the aggressive terminal states. However, the tracking
performance degenerates due to the satuartion of the thrust
forces which comes from the lack of dynamics constraints on
the motor inputs. Note that, the saturation also happens near
the end of the trajectory for our proposed TQ planner since
the approximated input constraints Eqs. (14c) and (15c) are
used for convexification.

For visualization, only 3 poses of the over-actuated UAV
are shown in Fig. 5 while the RMS errors are reported
in Tab. I. Although the approximated linearization of the
attitude representation affects the attitude trajectory, the
optimal solution of our proposed TQ planner is still dynam-
ically consistent with the platform. To report the weights
used, rγ1, γ2, γ3s “ r1e´1, 1e´1, 1e´3s is used to encourage
smoothness of the trajectory for the NLP planner, λ1 “

1e´1, λ2 “ 1e´1 for the ND planner while for the TQ plan-
ner, WWW 1,2 “ I, QQQ1,2 “ 1e´4I, and RRR1,2 “ 1e´2I.
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Fig. 6: Case 3: Tracking dynamic target with proposed TQ
planner. The superscript o indicates the trajectory of the target in
each DoF.

Dynamic target tracking: To further evaluate the real-
time performance, the proposed TQ planner is implemented
in an MPC manner to track a dynamic target. Similar to the
scheme in [34], the trajectory planning problem is solved
in 100 Hz with the feedback signal as initial states, which
determines the control sequences over a receding prediction
horizon into the future. Due to our hierarchical control frame-
work design as shown in Fig. 3, the next optimal 6-DoF states
are fed into the controller instead of the wrench command
uuu. As shown in Fig. 1, the target is dynamically changing
its position and attitude. With the prediction horizon as
5spN “ 500q, the over-actuated UAV can quickly converge
to the target pose and accurately follow a dynamic trajectory
as seen in Fig. 6.

Fig. 7: Hardware experiment. The red marks with numbers
represent the commanded target poses in order, and the dashed
line approximates the real trajectory of the over-actuated UAV for
visualization. More details can be seen in the accompanied video.

V. EXPERIMENT

A. Experiment Setup
In the experiment, we use the VICON motion capture

system to measure the position and attitude of the central
frame. The high-level controller and motion planner run
on a remote PC, which communicates with the motion
capture system through Ethernet. The high-level controller
calculates the desired thrust, tilting, and twisting angles for
all quadcopter modules. The communication between the
remote PC and each quadcopter is achieved by Crazy Radio
PA antennas. Each quadcopter is embedded with an onboard
IMU module, estimating the rotation angle given the attitude
of the central frame. Meanwhile, the onboard controller
regulates the tilting and twisting angles to desired values
and provides the required thrust.

B. Experiment Results
To mimic the dynamic target in the simulation experiment,

four target poses are defined that include positions and
altitudes, as shown in Fig. 7. Note that the target pose is
updated every 2 secs in sequence online. Instead of following
a complete reference trajectory passing through these 4
targets, the proposed TQ planner has to solve for the optimal
trajectory online once the command is received. From Fig. 7,
the over-actuated UAV can track the dynamic target while
maintaining its stability. To track the latest received target,
the over-actuated UAV has to update the trajectory, resulting
in an inability to fully reach the previous target.

VI. CONCLUSION

In this paper, we propose a fast and efficient motion
planning strategy for the over-actuated UAV. Being consis-
tent with the hierarchical control architecture, the dimension
of the optimization problem can be reduced by replacing
input variables. We further explore the dynamics of the UAV
platform and decouple it into two smaller sub-problems. With
linearization of the rotational dynamics, the proposed planner
can be solved via two-step QPs. As a result, its computation
cost is significantly reduced compared to solving in a single
NLP. And our simulation and hardware experiments verify
that, unlike planners that completely ignore dynamics, our
planner can guarantee dynamical consistency. Due to the
fact that it can be solved in a real-time manner, we also
demonstrate that it can be used to track a dynamic target.
In the future, we aim to include obstacle avoidance for the
over-actuated UAV applications in dynamic environments.
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